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Abstract - Data mining is  a process  to extract usable data from a larger set . Feature selection is one of the important pre-processing 

steps in data mining. Feature selection (FS) is a process to select features which are more informative. This paper analyses five feature 

selection algorithms such as Information Gain, Correlation Attribute , Relief-F, One-R, Symmetrical Uncertainty  using five UCI 

machine Learning data sets.  The classification performance of the reduced data is measured by WEKA classifiers JRIP and J48. Based 

on the classification accuracy we propose Information Gain  feature selection algorithm. 

 

Index Terms- Data Mining, Feature Selection, Classifiers J48, JRIP. 

 

 
I. INTRODUCTION 

 
  Classification is the one of the main technique used for discovering pattern from known classes [1]. In real word, dataset 

contains hundreds of attributes. But not all the attributes are needed to complete the mining task[2]. In order to find the 

importance of attributes, feature selections algorithms are utilized. Instead of processing all the attributes, only relevant 

attributes are involved in the mining process. This will reduce processing time as well as increase the performance of mining 

task. Therefore attribute selection algorithms are applied before applying data mining tasks such as classification, clustering, 
outlier analysis and so on. 

Attribute selection is a two step process. one is subset generation and another one is ranking. Subset generation is a searching 

process which is used to compare the candidate subset to the subset already determined [3]. If the new candidate subset returns 

better results in terms of certain evaluation then the new subset is termed as the best one. This process is continued until 

termination condition is reached. 

The next one is Ranking of attributes which is used to find the importance of attributes [4]. There are many ranking methods 

such as which are mostly based on statistics or information theory. There are two varieties of attributes selection algorithms. i) 

Filter approach ii) Wrapper approach. The learning algorithms itself uses the attribute selection task then it is called wrapper 

approach [5]. In filter approach the attributes are evaluated on the basis of evaluation metrics with respect to the characteristics 

of the dataset [6]. 

 

The organisation of the paper as follows : Section II shortly describes the Literature Review , Section III describes the UCI 
data set, Section IV describes the feature selection methods, Section V describes the classification Algorithms , Section VI 

describes the Results and Discussion, Section VII Concludes the paper. 

 

 

II. LITERATURE REVIEW 

 

  Sunita Beniwal et al.,(2012) [7] presents the introduction about the various classification and feature selection techniques 

frequently used data mining which also states the importance of filter and wrapper approaches of feature selection methods. 

But this study does not contribute to any experimental study. 

 

Mital Doshi et al.,(2014) [8] determines to predict students performance. For that purpose feature selection techniques such as 
Chi-square, InfoGain, and GainRatio are utilized. Then classification task is carried out by the use of NBTree, Multilayer 

Perceptron, NaiveBayes and Instance based K- nearest neighbor classifiers. The result concludes that the accuracy of the 

prediction is improved because of the applied filter techniques.  

 

M. Ramaswami et al.,(2009)[9] determines the most relevant subset of attributes based minimum cardinality. In order to find 

the goodness of features, the six feature selection algorithms are involved in this study. It can be measured in terms of F-

measure and ROC value. The result assures that the computational time and cost is decreased with minimum number of 

features. 

 

Dr.C.Velayutham et al.,(2011) [10] proposed a new rough set-based unsupervised feature selection using relative dependency 

measures. The method employs a backward elimination-type search to remove features from the complete set of original 
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features. As with the WEKA tool is used to classify the data and the classification performance is evaluated using 

classification accuracy and mean absolute error, the method is compared with an existing supervised method and it 

demonstrates that it can effectively remove redundant features.  
 

Dr.C.Velayutham et al.,(2011) [11] proposed  unsupervised feature selection method using rough set theory.  The K-Means, 

FCM, and NN-SOM algorithms are used to cluster the data. The classification performance is evaluated using confusion 

matrix with positive and negative class values. This method is compared with existing supervised methods and it demonstrates 

that it effectively remove the redundant features.  

 

Dr.C.Velayutham et al.,(2011) [12] proposed the unsupervised feature selection in mammogram image, using rough set based 

entropy measure. The K-Means, and FCM algorithms are used to cluster the data. The classification performance is evaluated 

using confusion matrix with positive and negative class values. The proposed method is compared with existing supervised 

methods and it demonstrates that it can effectively remove redundant features. 

 

Arpita Nagpal et al., (2018)[13] develops a new algorithm for feature subset selection on cancer microarray data based on the 
concept of Qualitative Mutual Information (QMI). This algorithm removes irrelevant and redundant features so that the 

dimensionality of data gets reduced and it can produce better classification results.  

 

Hossam Faris et al.,(2017) [14]  proposed a robust approach based on a recent nature-inspired meta heuristic called multi-

verse optimizer (MVO) for selecting optimal features and optimizing the parameters of SVM simultaneously. Two system 

architectures are implemented for the proposed approach: the first architecture is commonly used in the literature while the 

second is proposed in this work to increase the credibility of the SVM prediction results. The developed approach is assessed 

and benchmarked with four well-regarded meta heuristic algorithms (GA, PSO, BAT and Firefly) and the grid search. 

Experiments show that MVO was able to optimize SVM achieving the highest accuracy compared with the other optimizers 

based on the two investigated architectures. 

  
 K.Sutha et al.,(2015)[15] presents the benefits and drawbacks of the some feature selection algorithms in terms of efficiency. 

Nearly 12 feature selection algorithms are involved in this study. 

 

III. DATASET DESCRIPTION 

 

  For experiments, data sets are taken from Data Mining Repository of University of California Irvine (UCI) [16]. These 

datasets are given in Table1. 

 

 

Table 1: Characteristics of Datasets 

 

 

 

 

 

 

 

IV. FEATURE SELECTION METHODS 

 

  Feature selection is a process that aims to identify a small subset of features from a large number of features collected in the 

data set. Various feature selection methods are available in WEKA (Waikato Environment for Knowledge Analysis) such as 

Information Gain (IG),Correlation Attribute (CA), Relief-F(RA), One R(OR) and Symmetrical Uncertainty (SU). 

 

A. Information Gain (IG) 

 

  Information Gain is an important measure used for ranking features. Given the entropy is a criterion of impurity in a training 

set S, we can define a measure reflecting additional information about Y provided by X that represents the amount by which 

the entropy of Y decreases. This measure is known as IG. It is given by  

 

IG = H(Y) – H( ) =H(X) – H( )   (1)  

 

IG is a symmetrical measure. The information gained about Y after observing X is equal to the information gained about X 

after observing Y. A weakness of the IG criterion is that it is biased in favor of features with more values even when they are 

not more informative.[17] 

 

B. Correlation Attribute (CA) 

 

No. Datasets Features Instances Classes 

1 Breast cancer Wisconsin 10 699 2 

2 Hypothyroid 30 3772 4 

3 Dermatology 34 366 6 

4 Soybean 35 683 2 

5 Autoprice 15 159 2 
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  Correlation shows how two item sets are closely related to each other which can be used for generation of association rule. It 

shows the dependence of two itemsetsor correlation of two itemsets. If P(XUY)=P(X)P(Y) then two item sets X & Y are 

independent otherwise X and Y are considered as correlated. 
 

Corr(X,Y) =       (2) 

 

If Corr(X,Y) is greater than 1 then those attributes are closely related to each other otherwise X & Y are not correlated or 

independent attributes. With these terms and using association rule generation algorithm the features can be selected.[18] 

 

C. Relief-F (RA) 

 

  The basic idea of Relief-F is to draw instances at random, compute their nearest neighbors, and adjust a feature weighting 

vector to give more weight to features that discriminate the instance from neighbors of different classes. Specifically, it tries to 
find a good estimate of the following probability to assign as the weight for each feature f.[17] 

 

wf=P( -P( )(3)  

 

D. One-R 

 

  One R is a simple algorithm proposed by Holte. It builds one rule for each attributes in the training data and then selects the 

rule with the smallest error. It treats all numerically valued features as continuous and uses a straightforward method to divide 

the range of values into several disjoint intervals. It handles missing values by treating "missing" as a legitimate value. This is 
one of the most primitive schemes. It produces simple rules based on one feature only. Although it is a minimal form of 

classifier, it can be useful for determining a baseline performance as a benchmark for other learning schemes.[19] 

 

 

 

E. Symmetrical Uncertainty (SU)  

 

  Symmetric Uncertainty is one of the best feature selection methods and the most feature selection systems based on mutual 

information uses this measure. SU is a correlation measure between the features and the class.  

 

SU=            (4) 

 

 where H(X) and H(Y) are the entropies based on the probability associated with each feature and class value respectively and 

H(X,Y), the joint probabilities of all combinations of values of X and Y.[19] 

 

V. CLASSIFICATION ALGORITHM USING  WEKA 

 

   Weka is written in java and can run on any of the platform. We can say that Weka is a collection of algorithms with the help 

of which real world problems can be solved. Algorithms can be applied either directly or to a dataset called from own java 
code. The techniques like  Data processing, classification, clustering, visualization regression and feature selection  are 

supported by Weka. In Weka data is considered as an instances and features as attributes . In this main user interface is the 

explorer but essential functionality can be attained by component based on knowledge flow interface and command line 

whenever simulation is done than the result is divided into several sub items for easy analysis and evolution. One part in 

correctly or correctly classified instances partitioned into percentage value and numeric value and subsequently kappa 

statistics mean absolute error and root mean squared error which will in numeric value[20]. 

 

  Classification is used to find out in which group each data instance is related within a given dataset. In this study we used 

two classification algorithm and evaluate the classification performance[20].   

 

A. JRIP rule classifiers  
 

  Jrip (RIPPER) is one of the most popular algorithms; it has classes that are examined in increasing size. It also includes a set 

of rules for class is generated using reduced error Jrip (RIPPER). Proceeded by treating examples of judgments made in 

training data as a class, and finding rules that cover all the members of the class. Then it proceeds to the next class and repeats 

the same action, repetition is done until all classes have been covered[20].  
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B. J48  

 

  J48 is the classifier according to which we classify our classes. It is also known as free classifier which accepts nominal 
classes only. In this prior knowledge should be there while classifying instances. It is used in the construction of decision tree 

from a set of labeled training data using the information entropy. Attributes which we use for helps in building decision tree 

by splitting it into subset and normalization information gained can be calculated. Splitting process comes to an end when all 

instances in a subset belong to the same class. Leaf node is being presented or being created to choose that class a possibility  

which  can also be there that none of the feature provides information gain.J48 creates decision nodes up higher in the tree 

using expected value of the class.J48 can use both discrete and continuous attributes, attributes with differencing lost and 

training data with missing attribute values[20]. 

 

VI RESULTS AND DISCUSSION 

 

  The experiment is performed using the Machine Learning UCI Dataset. In this study we used five dataset. To compare the 

performance of the classification algorithms with feature selection methods, WEKA data mining tool was used, the default 
parameters were used for each classification algorithms [21]. All experiments are carried out using a ten-fold cross validation 

approach.   

Five feature selection algorithms such as Information Gain (IG),Correlation Attribute (CA), Relief-F(RA), One R(OR) and 

Symmetrical Uncertainty (SU) are used to select features before passing the data sets to the classifiers. Each datasets is 

separately classified by two classification algorithms and analysed the results. The datasets are classified using JRIP and J48 

classifier. In Table 3 and Table 4 shows the effects of feature selection and classification results of the JRIP and J48 classifier.  

Figure 1and Figure 2  shows the classification Performance of the JRIP and J48 classifier respectively. The accuracy values  of 

two classification algorithms such as  JRIP and J48 is based on the measures Information Gain algorithm shows the highest 

performance for all the datasets. 

 

Table 2: Features Derived by Various feature selection  
              Methods 

 

N

o. 

 

 

Data 

Sets 

 

Selected Features 

 

 

IG 

 

 

CA 

 

 

RA 

 

 

OR 

 

 

SU 

 

   1 

Breast  

cancer 

wisconsin 

2,3,6,7,5

,8,1 

6,2,8,5,3,

9,4 

6,2,3,1,7

,8,5 

2,3,7,6,8,

5,4 

2,6,3,5,8

,7,4 

   2 

Hypo 

Thyroid 

18,26,22

,20,17,3,

29 

18,26,22,

20,17,10,

3 

28,4,10,

6,2,8,11 

18,22,26,

9,29,10,7 

18,26,22

,17,3 

,20,1 

   3 

    

 

    

   Derma 

   Tology 

21,20,22

,33,34,2

9,27,12,

25,6,16,

8,28,9,1

5,10,24,

14,5,26,
3,19,31 

22,20,21,

12,27,6,2

9,25,33,8,

24,9,10,1

5,14,28,2

3,26,16,1

1,5,3,19 

21,22,20

,33,16,2

7,28,25,

29,12,6,

8,14,15,

9,5,4,10,

3,19,24,
2,26 

21,29,25,

12,33,20,

27,6,22,8,

16,28,15,

9,10,14,2

4,19,2,4,3

6,7,23 

21,22,20

,33,27,2

9,12,25,

6,8,15,9,

28,16,10

,24,14,3

1,26,5,7,
30,34 

 

4 

 

Soy 

Bean 

15,13,14

,22,1,29,

28,16,4,

30 

16,15,13,

14,23,29,

4,28,11,3

0 

22,15,13

,14,29,2

8,1,11,1

9,24 

35,34,11,

12,13,14,

15,10,9,8 

15,13,14

,16,22,2

9,30,28,

4,1 

   5 

    Auto 

Price 

7,4,12,3,

8,15,5,1

4,2,9 

14,15,1,5,

8,3,12,4,1

0,11 

3,10,5,8,

9,12,4,1

5,14,6 

15,3,14,8,

4,12,5,7,9

,10 

3,15,14,

8,4,12,5,

7,9,10 
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Table 3: Effects of feature selection and Classification  

               results on JRIP classifier. 

 
 

 

 

 

 

 

 

 

 

 

 

Table 4: Effects of feature selection and  Classification results  

               on J48 classifier. 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 
 
       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CLASSIFICATION ACCURACY % 

N 

o 
Datasets 

Feat

ures 
ALL 

IG 

% 

CA

% 

RA

% 

OR

% 

SU

% 

1 
Breast cancer  

Wisconsin 
  10 94.4 94.4 93.5 93.8 93.1 93.1 

2 Hypothyroid 30 92.3 97.1 93.1 92.2 95.1 93.5 

3 Dermatology 34 88.4 94.1 92.1 90.1 88.8 93.4 

4 Soybean 35 95.6 98.7 94.5 96.6 86.5 97.7 

5 Auto_price 15 88.7 96.9 90.3 93.7 93.7 94.9 

CLASSIFICATION ACCURACY % 

N

o 
Datasets 

Feat

ures 
ALL 

IG 

% 

CA

% 

RA

% 

OR

% 

SU

% 

1 
Breast cancer  

Wisconsin 
  10 94.4  94.4 94.4 94.4 94.2 94.2 

2 Hypothyroid 30 92.3 97.9 92.2 92.2 95.1 92.2 

3 Dermatology 34 94.5 95.4 91.8 91.8 90.1 93.7 

4 Soybean 35 96.9 97.9 94.4 96.3 86.9 96.9 

5 Auto price 15 91.8 97.5 91.8 97.5 97.5 95.9 
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Figure 1: Comparative Analysis of JRIP Classifier 

Algorithm using UCI Machine Learning Dataset 
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Figure 2: Comparative Analysis of J48 Classifier 

Algorithm using UCI Machine Learning Dataset 
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VII CONCLUSION 

 

  In this paper, we mainly focused on the performance of   five feature selection algorithms  such as Information Gain, 

Correlation Based , Relief-F, One-R., Symmetrical Uncertainty  using five UCI machine Learning data sets.  The classification 

performance of the reduced data   is measured by WEKA classifiers such as JRIP and J48.  Compared to the accuracy of 

feature selection algorithm  Information Gain is proved to be better performance. Hence, we propose Information Gain  

feature selection algorithm.  
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